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1 Introduction

Our QA system consists of two different components. OnerigHfefactoid andlist
questions, and the other is for tl¢her questions. The components are processed
individually, and each result is combined into our subrditten.

For the factoid questions, we have tried to find answers byiprity-based named
entity search. Given a question, fine-grained named enfitie candidate answers
are selected, and all the extracted passages containimguthed entities and question
keywords are scored by a proximity-based measure. Listtigmssare processed in a
similar way to the factoid questions, but we empiricallysgavthreshold value to obtain
only topn candidate answers.

For other questions, relevant phrases consisting of noun phrasegeashghrases
are extracted using a dependency relationship to the gudatiget from the initially re-
trieved sentences. After redundant phrases are elimiffiaedthe answer candidates,
final answers are selected using several selection critesiading the term statistics
from an encyclopedia.

Section 2 summarizes our system for factoid and list questiand Section 3 for
other questions. In Section 4, the TREC evaluation restdtsiaalyzed, and Section 5
concludes our work.

2 Factoid and List Questions

To put it briefly, our system extracts answer candidates fAGQUAINT documents

according to the expected answer types of a question, arsdausenfidence score to
rank the answer candidates. The highest ranked answerded@ds selected as an
answer for the factoid question, while answer candidatéls aihigher score than a
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Figure 1: Overall architecture for question answeringeystor factoid and list ques-
tions

certain pre-defined threshold value are chosen for listtgpress As shown in Figure
1, there are following three steps in answering factoid astdguestions: a question
analysis step, a passage retrieval step, and an answettmxirstep.

2.1 Question Analysis

In question analysis phase, we first perform syntactic pgrsising Conexor FDG
parser[l]. Then we categorize given question into one ofpiteelefined question
classes. If the question is categorized into how-, whenerehquestion, predefined
named entity types for each question class is assigned givbe question. Otherwise,
we further extract question focus, which is about what thestjon is about. Once the
question focus is extracted, expected answer type is ditedneconsidering question
focus. Finally, main verb is extracted from the syntactifoimation of the question
sentence and heuristic rules. The main verb is used as aietsare word in answer
extraction phase.

For example, for the question “What American commodore defad that Japan
trade with the United States?”, we can obtain the followinglgsis results:

QUESTION_FOCUS American commodore
Expected Answer Type PERSON

Main Verb demand

We manually constructed a n:n mapping table, which linksvbeh expected an-
swer types and representative words for each type. In catbe@bove example, we



first extract question focus, and provide the head word “conone” of the question
focus. Since “commodore” is one of the hyponymoefr son in WordNet and the
word “person” is linked to PERSON in our mapping table, weégsthe expected an-
swer type PERSON. Thus, it is possible to assign severaktxgpanswer types given
a question if the head word of the question focus have sekgparnyms in WordNet.

When we define expected answer types, we consider the narigdotasses pro-
vided by BBN IdentiFinder[2] which we used in our answer stéte phase. However,
since BBN IdentiFinder attaches only coarse-grained etagsnamed entities, we have
further subcategorized the BBN IdentiFinder classes im@rfgrained ones. The fine-
grained named entity tagging was done with a named entitiodi&ry. The dictionary
entries were automatically extracted from AQUAINT corpyaising simple patterns,
and then some entries were added manually. Moreover, irr tod®ver some ques-
tions for the names of artworks such as books and movies, we developed a title
named entity tagger and tagged the title of artworks. Thaildet this tagger is de-
scribed in [3], and we listed some named entity tags we us@dhie 1. Query words
for document retrieval are also extracted in this phase impwéng stopwords from the
question.

2.2 Passage Retrieval

The relevant passages for a given question are retrievedbguanent retrieval system
and passage selection rules. The document retrieval systéch uses Okapi ranking
function retrieves AQUAINT documents relevant to the giwgrestion. Among the
retrieved documents, each sentence that contains

¢ the expected answer type of the given question, and
e One or more question keywords, and
e any proper noun in the given question

is selected as a passage.

In addition, we also extract the passages including anaptworthe proper noun
in the question. If a sentence has an appropriate anaphotiaef@roper noun in the
question, and also contains the expected answer type andramere keywords in
guestion, then we check the preceding sentence. If the direcsentence has only the
proper noun in the question, we decide to extract both seatess a passage since it is
most probably that the anaphora is referring the proper irotive preceding sentence.

2.3 Answer Extraction

Every named entity which matches to the expected answeidygedected as an answer
candidate among the retrieved passages, which is NE taggedependency-parsed.
Also every noun in the passages is considered as an answhdagnif the noun is a
hyponym of the expected answer type in WordNet.



Category Sub-category Examples

Location Country Korea, Italy, Mauritius, Mexico, ...
Continent Africa, Asia, ...
City San Francisco, Jakarta, ...
Planet Earth, Jupiter, ...
Mountain Pikes Peak, Mt. Everest, ...
Sea Red Sea, Pacific, ...
Person Louis Armstrong, George Bush, ...
Organization Event Vietnam war, World War |, ...
Games Super Bowl, U.S. Open, World Cup, ...
Univ. University of Mississippi, ...

Company Coca-Cola Co., Dell, ...
Sports Team Baltimore Orioles, Seattle Mariners, ...

Date July 14, ...

Month April, June, ...

Day Thursday, Wednesday, ...

Time 1:05p.m., 7 p.m., ...

Money $35, $5.4 billion, ...

Percent 10 percent, 16.5%

Artworks City of Angels, Notes of a Native Son, ...

Number one, two, 323, 32.35, ...
Length 1,893 yards, 382 kilometers, ...
Height 37-foot-high
Weight 1ton, 52kg, 0.5 gram, ...
Count 3 times, 7times, ...
Speed 17kph, 100Kmh,...
Temperature 24 degree, 53f
Volume 500cc, 1.5-liter

Others Pentium IIl Xeon, PC, ...

Table 1: Part of the named entity tag set used in our system

Based on the observation that some types of questions wbithia only the ques-
tion focus and target wordscan be easily answered only with the co-occurrence fre-
quency between an answer candidate and named entities quéstion, we ranked
answer candidates for this type of question according to frequencies in the re-
trieved passages.

Otherwise, we use a confidence score for answer candidatasikahem. Our
confidence score is calculated by linearly combining twoessurface distance score
andsyntactic similarity scorewhich are described below subsections.

1For exampleWhich continent is India in®r Who is a mayor of San Francisco?



2.3.1 Surface Distance Score

We give surface distance score to each retrieved passagesanandidate pair. The
surface distance score between quesfjand passag®f containing answer candidate
A, is calculated as follows:

Impact(q;, Q) - Weight(q:!)

P A) = 1

Score(Q, P, 4) Z Distance(q;, P, A) (1)
GEQ
where

Impact(q;, Q) = an impact factor of; in Q (2)

Distance(g;, P, A) = milr(l )word distance between and candidate answelr

tjerel(q:

(3)

An impact factor is about how important the wardis in questiony). We empiri-
cally set the impact factor, for instance:

e If ¢; is the main verb in questio, we set 1.5.
e If ¢g; has capital initial letter og; is superlative form, we set 1.2

In equation (3)rel(q;) is a set of related words @f. This is another resource we
used in answer selection. In our system, a related word ofl woneans a morpho-
logical derivational form ot or a special type of derivations such as (Korea, Korean)
or (Europe, Europeany,’ is a selected word iistance measure, antV eight(q;/)
is 1 if g;/ is ¢; itself, or 0.3 otherwise. If there is no related wordggfin passage®,
Distance(q;, P, A) is defined as an infinite number.

2.3.2 Syntactic Similarity Score

Our syntactic similarity score measures the possibiligt #ach retrieved passage con-
tains the proper answer for given question by comparingegyictdependency pairs in
question and passage. Among several sentences in eaclygassacheck only one
sentence having expected answer type, that is, candidaieean

A syntactic similarity between questidp and sentencé SynSim(Q, S) is cal-
culated as follows:

ZQi_)QH EQ,w; dwrES wEightdep(qi = Wi — wh)

Q|

where termy;, is the head of term; in the question, termu;, is the head of ternw; in
the sentencé, andweight,., means the similarity between each dependency unit in
the sentenc& and the questio.

weight 4., values are determined by checking the following heuristies step by
step:

SynSim(Q, S) =

(1) If (¢ = gn) and(w; — wy,) are sameweight ., value for the two dependen-
ciesis 1.0.



(2) If ¢ = wj, gn # wy, butw, has a indirect relation with,, via n intermediate
words,weight 4., 0f the dependencies isO — n % 0.06

(3) If g; is a synonym ofw;, or g5 is a synonym ofwy,, weightq., value between
the dependenciesis 0.7. We have used WordNet to check witethe/ords has
a synonym relation.

(4) If ¢; = wy andg, = wj, that is, only the direction of dependency is reversed,
weightqe, value between the dependencies is 0.6

(5) If ¢; = wj, and it is the name of location or dategight ., value between the
dependenciesis 0.5

With these two score measures, we find morphologically antasgically similar
passages to a question, and the answer candidate from thegpasget higher con-
fidence scores. The highest ranked answer candidate isexkkes an answer for the
factoid question, while answer candidates which have higt@res than an empirically
determined threshold value are chosen for the list question

3 Other Questions

Figure 2 shows the overview of our definition question angvgesystem developed for
theotherquestions. Our system extracts answer candidates cogsithoun and verb
phrases related to the question target, ranks the candidsitey several evidences, and
returnsn top-ranked candidates whose scores are higher than a finedlthreshold.

3.1 Question Analysis

Contrary to the factoid and list questiorather questions do not have an expected
answer type such as a location or a person name. In the questadysis phase for
the definition questions, the head word of the target is etéthand the target type
is identified. In order to identify the head word, we syntzally parsed the question
target using the Conexor FDG parser. This head word is usealdaery for sentence
retrieval. We have performed named entity tagging to thatpetarget, and classified
the target using the named entity of the target head worcbingoof three target types:
person, organization, and other.

3.2 Passage Retrieval

In order to answer the question, we have to retrieve reléaéormation to the question
target in the passage retrieval phase. Because the tangstttebe used with different
expression in documents from that in the question, a lotlef/amt information could
not be retrieved or lots of irrelevant information would le¢rieved by one phase pas-
sage retrieval. For example, for a targaf Clinton, it would be expressed in a text
by Clinton, president Clintonhe, etc. A strict phrase quetill _clinton would suffer
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from low recall because of differently-represented phsdasedocuments, while a re-
laxed quenyclinton would be overloaded by a plenty of irrelevant informationtsas
George Clinton

Therefore, our passage retrieval engine for tiiger questions consists of two
phases: document retrieval phase and sentence retrieags pBur intention is that we
firstly retrieve only relevant documents to the target batieély strict query, and then
extract relevant sentences by using more relaxed query.quibey for the document
retrieval consists of the words and phrases of the targetditwith a stopword list.
The phrase is used for a sequence of words with an initiataidptter, and the word
itself is used otherwise. For example, for a tarB#t Clinton, a phraséill clinton is
used as the query, and for a tar@errkman Center for Internet and Socigttye query
would include a phraskeerkmancenterand two wordsnternetandsociety

For the sentence retrieval, only the head word of the tagyaséd as the query.
In other words, sentences containing the head word arectattdrom the retrieved
documents. Sentences in which the head word is represesiga @naphora are also
extracted by using simple rules. We observed that an anapkéers to the target if
the anaphora is used as a subject and the target is also usadlgjgct in the previous
sentence. As shown in the following examgie,in the sentence (b) refers @linton
in the sentence (a), so both sentences are extracted.

(@) Former presidemill Clinton was born in Hope, Arkansas.

(b) He was named William Jefferson Blythe IV after his father, V&lith Jefferson
Blythe IlI.



3.3 Answer Candidate Extraction

For generating a more fine-grained answer, phrases arewdraom the retrieved
sentences by using the syntactic dependency relationsdém to identify the syntactic
relations, we also syntactically parsed the retrievedesergs using the Conexor FDG
parser. Following syntactic patterns are used for extmgdtie answer candidates from
the sentences.

Noun phrases modifying the question target Noun phrases that have a direct syn-
tactic relation to the question target

Relative pronoun phrases Verb phrases that a nominative or possessive relative pro-
noun modifies directly the question target

Participle phrases Present or past participles that modify directly withoststbject
the question target or the main verb directly related to thestjon target.

Copulas Noun phrases used as a complement of a erb

General verb phrases Verb phrases whose head word is not stop verbs.

The stop verbs mean the functional verbs, which is not inédive one such dse, say,
talk, andtell.

In the above example, the following phrases would be exdchbl applying the
syntactic patterns:

(1) Former president
(2) bornin Hope, Arkansas
(3) named William Jefferson Blythe IV after his father, Witih Jefferson Blythe Il

The syntactic information induced from the syntactic pats®s many errors or
there are sentences from which the information is not obthiin order to alleviate the
problem, we complement the syntactic information with P@f§rimation.

¢ |f any word between the first word and the last of a phrase irsémeence is not
extracted, it is also extracted to the phrase.

¢ Ifthe last word of extracted phrase is labeled with nouneshelent POSs such as
adjective, determiner and preposition, the immediate mpduase is put together
into the extracted phrase.

¢ Ifthe extracted phrase is incomplete one, that is, endddani¢ of the POSs such
as conjunction or relative pronoun, the last word is remdvexh the extracted
phrase.

Because all extracted phrases are not useful for answeidedes, it is necessary
to check the answer validity. The phrases which contain rti@e two content words
and at least one noun or number is considered to be valid.



3.4 Redundancy Elimination

We also eliminated redundant information among the canelglahe extracted noun
and verb phrases, based on word overlap and the semanso€khe main head word
in WordNet. If two candidates share 70% or more words, thetywranked candidate
is eliminated. If the word overlap does not amount to 30%,tthe candidates are
determined to be nonredundant. Otherwise, the semansis ofsthe main head word
is checked. If each main head word of the two candidates isagwd in a synset in
WordNet, the two candidates are determined to be redundadtthe lowerly-ranked
one is eliminated.

3.5 Answer Selection

Our system used several evidences to rank answer candidatsword redundancy,
term statistics in the relevant passages, and the biogralghrm weight. We have se-
lected final answers up to 24 candidates. The highly-rankedi@r candidates having
a higher score than pre-defined threshold were includedhetinal answer.

3.5.1 Head Word Redundancy

The important facts or events are usually mentioned regdbatend the head word is
the core of each answer candidate. Therefore, we considerettundancy of head
word of answer candidateby using following formula.

'~ if ais noun phrase
rdd(a) ={ 1S
‘C’jv‘ if a is verb phrase

wherer represents the number of the retrieved sentences in whéichehd word of
the answer candidate is used as a head wortl;',,| is the total number of answer
candidates as a noun phrase, afd| is the total number of answer candidates as
a verb phrase. The eliminated candidates in the redunddimeination phase also
contribute to the calculation of the values.

3.5.2 Local Term Statistics

In addition to the head word, the frequent words in the retdepassages are impor-
tant. Theloc(a) presents a local weight based on the term statistics in thiewved
sentences, and is calculated as follows:

Zt'ea weightloc(ti) Ztiea mfzéisf
loc(a) = = =

|al |al

wheres f; is the number of sentences in which the tegns occurredmazxsf is the
maximum value ok f among all terms, anth| is the number of all content words in
the answer candidate



3.5.3 Biographical Term Weight

The biographical term weight is calculated only for the pargrget. The documentsin
an encyclopedia describe whole life of a person includinggmal identity and events.
In other words, the encyclopedia can be a good training datée&rning about the
biographical definition.

The probability that a term occurs in the encyclopedia camdes for the term
importance measure. The idea is that the more frequent wdteiencyclopedia will
be more important in the biographical definition.
weightp(t) = Pency(t) = %
wheret f is the term frequency in the encyclopedia, &k the total occurrences of
all terms.

In addition to the encyclopedia, we also utilized a genexal.t The term proba-
bility ratio assigns the high weight to the term occurringatmunore frequently in the
encyclopedia than in the general text by using the followWargula:

. pency (t)
weightpratio(t) = ———=
ot Pgen(?)
It is similar to the TextMap[4].
The biographical term weight is calculated using the abosigts as follows:

Zt cw log,(weighty (i) Xxweightpratio (ti)+1)
la]
Zt ca log o (weighty(t;)+1)
la]

if a is noun phrase
bioi(a) = ¢ P

if a is verb phrase

weight,(t;
bios(a) = ZtiEa ‘a|g p( )

Refer to the [5] for more detail comparison between thesghisi
Our system KUQA1 and KUQAZ2 use the weighis, (a) andbio,(a) respectively.
KUQAS3 does not use this biographical term weight.

3.5.4 Combination
The evidence mentioned so far is combined with linear irdiation.
score(a) = a x rdd(a) + f x loc(a) + v X bio(a)

wherea, 3, are tuning parameters satisfying+ § + v = 1, and are determined
empirically.

The answer candidates whose score is higher than a thresteotdturned as final
answers. In order to eliminate the nuggets redundant tcaitteifl and list questions,
we calculate a redundancy by content word overlap. If an ansandidate overlaps
with previous questions (e.g. factoid and list questiongjerthan 65% or with previ-
ous answers (e.g. answers for the factoid and list que3tionee than 60%, then the
answer candidates are not selected as final answers.



4 Evaluation

We have submitted three runs : KUQAL, KUQA2, and KUQA3. Fae fhctoid
questions, KUQAL is the result by using dependence infdomatvhile KUQA2 and
KUQAZ3 are not.

For otherquestions, we used a public online encyclopedia, the Cakaihcyclo-
pedi&. A part of AQUAINT corpus is used for the general text. It cists of 5,268
APW articles in July 2000, 12,843 NYT ones in March 1999, ari® XIE ones in
December 1998.

As shown in Table 2, we can conclude that dependence infaymistvery useful
to find an answer. Since the performances for the list questawe superior to the
median performance, we can also claim that our proximityebdaranking strategy is
quite effective.

Table 2: Summary of the performances

Run factoid  list other| final
KUQA1 | 0.222 0.159 0.246 0.212
KUQA2 | 0.187 0.157 0.229 0.190
KUQA3 | 0.187 0.157 0.247 0.195
Median | 0.170 0.094 0.184

For other questions, KUQA1 and KUQA2 used the biographical term wgigh

bioi(a) andbios(a) respectively, based on the encyclopedia, and KUQA3 does not

used the biographical term weight. It seems thiat(a) is not appropriate for the bi-
ographical term weight because it cannot properly norradhiz score. Unexpectedly,
the results show that the system KUQA1 using the encyclepdaiés not outperform
the system KUQAS3 not using it. By analyzing the TREC evahmatiesults, the match-
ing decision between KUQAL and KUQAS was not consistentgatgjregarded to be
matched in KUQA3 were not regarded to be matched in KUQAL. K1Q@eems to
be evaluated more strictly than KUQA3. Table 3 shows theadtaristics for the two
systems. In spite of the inconsistent matching decisionQ®W using the encyclope-
dia information can achieve higher precision at little aafstecall with shorter answer
than KUQA3. Our system cannot answer the other questions Wieeparsing errors
for answer-containing sentences are not successfully wéhland any conditions for
phrase extraction are not satisfied. It is necessary to teagonditions for the more
answer coverage.

Table 3: Comparison between our systems for other questions

Run recall precision length
KUQA1 | 0.261 0.279 649.15
KUQA3 | 0.262 0.271 666.34

2The Columbia Encyclopedia Columbia University Press, New York, 6th edition, 2004,
http://www.bartleby.com/65/



5 Conclusions

We have presented an overview of our QA system for TREC 2004. @A system
used the dependency information for all questions, andehelts imply that the de-
pendency information is useful for answer selection. Meezgthe encyclopedia was
helpful to select proper answer fotherquestions.
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